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ABSTRACT

In this thesis, three interconnection networks (ring,

binary cube and +tree) for nmulti-microcomputer systess

studied. They are modeled as networks of queues

are

and

analvtical results are oktained for performance measures such

as mean gquene length and mean time spent in the systen

nessage., These results are verified through simulation.

by a

The

analysis provides a way to understand such interconnection

structures and leads to tetter design of these systens.
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CHAPTER 1

INTRODDCTION

The obiective of this work is to analvze the performance
of three common tyves of interconnection schemes nsed in
large multi-microcomnuter systems, namely rina, binary cube
anil tree networks. Closed-form resunlts obtained -hrough
mathematical analysis are extremely valuable tools in +the
design and operation of such networks. (Qnce thevy have heen
validated throuah computer simulation of the networks, the
various network parameters can te varied and verformancH
measures can be obhtained directly from the analytical results
without the need for expensive sipulations everv time. Tt
also heacomes possibkle to compare the interconnection schemes
in a useful way, in order to choose one of them for a

specific application.
1-1 Rationale RehinAd “icrocomputer Networks

There are hasically three rTeasons that we are interestefd
in a 1local network of .microcompu+ers. One reasor 1is *to
connect together a collection of personal computers and
peripherals located close to each other, so that they are
allowed to intercommunicate and share resources [13]. The

shared resources would he in ¢the form of hardware orv
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software, such as printers, disk Arives, compilers, etc.

The second reason 1is to exploit the advantages of
functionally distributed computing. Some of +the wmachines
could be dedicated to perforre specific functions, such as
file storage, data base management, terminal handling, and so
on. This also 1leads to simpler software desian Ltecause
dedicated processors can reduce or eliminate multiorogrammina
[133.

The third reason, which is the motivation for this work,
is that, with the cost of bot+h powerful microcomputers and
communication links decreasing, it 1is possible to hnild a
network of microcomputers comparabhle in computing nower to a
main-frame coaputer but at a lover cost and higher

reliability.
1-2 Multi-microcomputer Systems

The rTapid advances in YLSI technoloay have alreadv
vielded single-chip nmicrocomputers with a hiah rTatio of
computing power to cost. At npresent, indications are that
this will continue to improve in the next few years. Device
dansities gquadruple every three vyears ani a detaileqd
projection for 1985 Adescrihes a 32-bit comnuter chio of about
1,000,000 gates, including 200,00C;300,000 for logic and

microinstructions, and the rest for a read-write memory [14].
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There has been c¢onnsiderable interest in buildinn
rowerful computer systems hy interconnectina hundreds or
thousands of such VLSI chins. The primarv advantages [15] of
such systens will le reliahility and cost effectiveness. The
secondary advantaoces will be ease of ~Aarowth, ease of
interface apn? low maintenance cost.

A mnlti-picrocomputer svster d2as not have anv shared
m2mory. It is a loosely acoupled svstenm which bnrovides for
distributed rprocessing. System resources Aare Aistrihnted
over the system nodes (microcomnuters).

A tvypical functiounal organization <for sach network node
{141 is shown in Tie, 1,1, Fach node is a complete
aicrocomputer whkich might he fahricated on a sinale chir. I+
kas two processors, omne For contrcl and. T/0 operatinns, anAd
the other for arithmetic tas%s., Thev share a large bloct of
nrenory for arithmetic tasts, input/cutgut onmrations and Aazta
huffers, The I/0 proressnr ~an handle netwar¥ communication
functions, such as pracket relayina, witbnnt Aaara‘ing tho
local task performance significantlv. The node alsn has norts
connected to thighk-speed buses for communication an? one oort
for direct memory access bv peripherals and other pnrocessars.

The systen nodes c¢ould be 1interconnected hy  onc nf
several interconnection structures., The interconnection
structure of a system mavy be Aefined as a qgraph whose nodes

represent components (micracnmputers) and whnse edaes (lirks)
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represent physical comnunication paths such as buses [6]. The
links could ke either dedicated to a pair »of devices or
time-shared by more than two devices.

Figure 1.2 illustrates +tvo nodes connected by a system
arbitration and communication bus, which is a geheralized
interconnection scheme [11]. This hus could he as simnle as a
hasic master—-slave control bus of ahout bhalf-dczen lines, or
as complex as a network of bhuses (lin¥ks) ani intermediate
[rocessors.

In a network with hundreds of wmicrocomputers, it is
clear that the nodes should he similarlvy constructed,

rticularly with respect to the number and +vpe of hus
connections, to reduce cost and complexity. Such a netvork or
gqraph having the same numher cf ccnnectionns (dearee) at each
node is called reaular [1]. This, 1incident+ally, simnlifies
the mathematical analysis considerablv. The network shonld
also be easily extensitle by one or a small aroup of nodes at
a time, This lenqgthens the system life-cvele by allowing for
easy expansion when future applications demand it.

Anotker <characteristic of a retwork is the dJdiameter,
defined as the maximum of +the minimum distance tetween all
pairs of nodes measured in number of links [1].

A go00d interconnection structure in qJeneral should have
a swmall degree, a small diameter and a large number of

alternate vaths hetween a pair of nodes for fault tolerance
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[2]. In Section 1-4, we will consider the Adeqree and Aiameter
of the networks under study. The analysié in Chapter 2 anil
the simunlations in cChapter 2 (for the performance measures)
assume that the shortest route is always used. However, we
will briefly consider the question of alternate paths in
Section 1-4,

Communication throuah the links could he either
svnchronous or asynchronous [A]. Synchronous communication
has the disadvantage that the time slots‘used for informa{ion
transfer are determined bv the slowest devices in the svystem.
A popular choice for local bus commuﬁication is asynchronous
~ormunication, in which each item bheinag transferred is
precede? by a control signal to the next node on the nath and
the receiving node responds with an acknowledagment after
receipt of the item, Thus each device‘in the system can
operate at its own speed, This flexihility is achieved at the
cost of more complex hus control logic., We will assume such
asynchronous communication in onr analysis, hecause longer
nessaqges take more time for transmission.

Pach computer din the rnetwork conld have its own
operating system or a netvwork operating svystem coul?d he uéed
with a portion of the operating svstem executing on each
computer.

All the interconnection networks work in the following

wav: When a node creates a message, it inclules the address

H




of the destination node in the message header. Tt then looks
into its routing tabktle which indicates the next mnode on the
shortest route to the destination., The message is then added
to the end of the appropriate queue (at the source) to reach
the next node. A control signal precedes the actual
transmission of the message. If a positive acknowledaoment is
not received within a certairn time after transmission, the
me ssage is retranswmitted. The 1intermediate nodes store tha
message in their queue bhuffers and fecrwari it to the next
node on the shortest path to the destination. The message
need not enter a queue at the destination but instead is
written into the localvmemorv of that node.

In the event that there are several eauallv short paths,
one of them is chosen with equal proktability. T€ a node nr

link¥ fails, the best alternate nath would be used to reach

the destinaticn.
1-3 Survey of Published %ork

In this section we survevy the published material
dqocumenting research on mul*i-microcomputer systems in the

past few vyears, and point out how this work fits into that

scenario.

Most of the work done in the 197)1's involved

multiprocessor systems with shared mérorv. The 1late 1970'sg,
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however, witnessed the beginning of a new era as
microprocessors became more powerful and inexpensive. This
led to the 1idea of building a network of microcomputers for
distribunted processing, One of the first papers published was
by Spetz [11]. He described in a qualitative manner how
hierarchical, ring, star and Aistrihuted systems perform in
comparison to each other.

Sullivan and Pashkow [12] described tha Columhia
lomogenous Parallel DProcessor, an MIMD machine =supporting a
fully distributed hostless overating system. They considere?
various interconnection s*ructures such as rinas, crosshars
and hierarchies briefly and modeled the hoolean n-cube as a
queneing network with each node as an 'M/D/1 model. Thev
showed how the maximum throuakrut conld he estimated assumina
large guene lenqgths.

Finkel and Solomon [#] 1investigated _the bus 1load,
routing algorithms and the relation tetween averaqe
internrocessor distance ani the size of the network, for four
families of topologies: hinary cube, snowfla%¥e, Adense
snowflake ani1 star. They developed a technime for
recursively constructing larage networks from smaller ones,
and used the recursive structure to calculate the properties
cf various torologies.

Wu and Liu [15] vpresented three - cluster structures -

hypercuke, hierarchy and tree - as interconnection schemes
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for larqge multi-microcomputer svstenms. Thev analyzed
communication problems such as traffic congestion and messagé
delay in these networks, as well as structural properties
suck as complexity, capacity and limitation. They showed how
interconnection limitation could he minimized by topological
optimization.

Wittie [14] 1introdnced a dual-bus hypercunhe as a
cost-effective metho? of cornecting thousands of dual-port
single-chip microcompnters. This structure has only two bus
connections per node.

Chu, Fayolle and Hibhits {3] apalyzed flow control in a
tandem queueina system to reduce traffic congestion 1in
comoputer networks. In such a svystem, whenever +he gueue
length or the traffic intensity rteaches a threshold level,
input arrivals are temporarilv redected +to avoid further
congestion.

Lam anad Tien [9] nused simulation to investigate
conditions for packet netwcrks to operate at a high
throuahout rate, They studied the impact of network rrotocols
for flow control, congestion control and routing on the
network throughput rate., Cne of +heir results was that a
nniform assignment strategy fcr inpot buffer 1limits 1is
significantly better than designing them ©bproportional to
nodal traffic levels.

Arden and lLee [1}] proposed a familv of araphs called
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multitree structured, which has the desirtabhle oroperties of
short internoie distance, low decree anAi systematic
structure, and is incrementallv extensihla.

Very recently, Rhuyan and 2agrawal [2] pronosed a qgeneral
class of hypercube structures where the 1interconnection is
based on a mixed-radix numher svystem, The tochnigue resnlt=
in a variety of hvnercube structures £for a given numher of
rrocessors, depending on the Aesired Adiameter,

The present study belongs to the same ageneral catedorv
that the papers described ahove belony to. More soecifically,
it is an extension of the work Aone by <Sullivan and Rashlow
[12], and Wu and Lin [18]. Sullivan and RBashkow modeoled each
node of a hinary cube as an v/n/1 queuneina svstem. Thev
assumed a Poisson arrival rate and a Aeterministic serviae
rite. However, it seems easier to model earh no=a as saveral
1/%/1 queues, one for eack out-going lin¥, trecanse the links
are the rescurces for contenticn., 2Alsn, Aan =xronential
sarvirce rate is a more reasnnakle assumn*inn, aiven the
varving lengths nf message rackets, This simplifies +the
analysis to some extent, ¥u and Lia Aerived analvtical
rasults for message delav ard btus 1loal for hvnercutes,
hierarchies and trees. In this work, +he analvsis Ffor the
tree is expanded and it is modeled as a netwonr¥ of guenes, In
addition, the ring structnre is investigated and modeled alsn

as a network of gueues,
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1-4 Interconnection Structures

Fxamples of the interconnection structures chosen for
analysis and@ comparison are shown in Pig. 1.3 (ring), Figqg.
1.4 (hinéty cube) and Fig. 1.5 (tree).

let us npov examine each of the three interconnection
schemes that are bheing analvzed, and ohtain some comnarative
parformance measures in a gualitative manner.

The ring structure is easy to implement, particularly
for larae systems. Each node has only two hidirectional links
connected to it. Thus the degree is only 2. Since the
shortest route is alwayvs taken, the diameter is Aapproximately
N/2 for N noles. This could hecome quite large as N
increases. Hence, the time spent in the system by a randon
messadge is lively to be rather high. Also, since 2ach node is
likely to use many other nodes on the path to a destination,
the 3veraqe gueue lenagths would he considerahle. The fault
*vlerance is low hecause if one noile or lin¥ fails, twe nodes
cn eilther side of the failure wmust go aronnd almost the
antire networ% t5 communicate with each otther. This wonld
increase traffic congestion. Tf there are two failures, the
ring is divided into two parts with no connection Letween
then.

The hinary cube 1is a more complicated structure hut

nffers more flexibilitv. The Adegree is 4, which 1is also the
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dimension of the cube. 1In comrarison with the ring, the main
disadvantage is that the degree increases for each wminimal
expansion {to the next dimensicn) of the cuhe. 721 the other
hand, the diamet=r, also equal to the Aimension, is wmuch
smaller than that of ap equivalent ring. Thus, the time spent
in the system by a3 random ressage wonld he <2onsifarahlv
smaller, It also follows ttat the mean quene lenaths wonld ha
smaller, tkecause each node Aces nct nse 3s many intermediata
nodes as in a rina and consequentlv the tra“fic Jensity is
lower. Fault tolerance is excellent hecanse nof the mpanv
alternate paths availahble, particularly as A increases.

The tree netvork is conceptually and ophysically anite
Aifferent from the other two. However, Ffor ecomparison
purposes, we can say that the degree is 1 renaréless nof the
size of the tree. The Aiameter is Jdifficult to estimate
githout mathematical analysis such as the results in Chanter
2. Intuitively, the aueue lengths at higqher-level huses woul?
e higher than at lnwer-level tuses, becanse there {5 more
nessage traffic at higher-levels. Fault tolarance i3 poarer
than for the ring or the <cubte. A s5inale failure wohuld Aivide

the tree into two senarate parts.

D

In Chapter 2, after a hrief review of qneneing t+heorv,
Jackson's mndel for networks of qJuenes and the assnmptions
used, we-  derive analytical resnlts. for the verfarmance

measures of interest, The Aerivations fallv rely on
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Jackson's result fs, 7 which allnws nndie-hv-node
Aeacomposition of a complex network.

Chapter 3 deals with the simulations performed as part
of this research. The chapter begins with a description of
the SLAM simulator [10] and the wav proqrams are written 1in
SLAM, Then, the simulation resnlts are summarized for +hn
networks., The independen~e assamption is verified +thronah
simulatinn and effects of varving certain simnlation
raramaters are studied,

Chapter 4 compares the aralytical results of Chapfe; ?
with the simulation results of Chapter 3. T+ is found that
the two are guite close. Suogesticns are made in Chapter S

for future research in this exciting area.
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CHADPTER 2

ANALYTICAL RESOLTS

This chapter focuses on queueinag theory and its
applications to the performance analysis of the three types
of multi-micrccomputer networts that we are studving: rtring,
tinary cube and tree.

We bhegin with derivations nf elementary results in
queueing theory which will be useful in later analysis. Then,
Jackson's model for networks of auneues 1is descrited in
detail. This model is the hasis for all the resnults ottaireqd
in this chapter.

Dsing Jackson's model, multi-microcoazputer netwnrts are
nodeled as networks of aueues and closed-form solutions are
obtained for performance measnres such as mean quene lenagth

andl mean time spent in the system by a message.

2-1 Review of Queueina Theory

The perfcrmance of a simple M/M/1 gueneina system can he
measured by twvwo parameters, the mean queue lenath (NL) and
the mean waitinag time 'in the system including service time
(WT) [5,13]. For an ™M/¥/1 system, the arrival rate of
customers (messaqes) 1is given by a Poisson probability

distribution:

18
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n _At
P{n,t) = (At) e ,/ n! (2. 1
where
P(n,t)= probabhility of n arrivals in +ime t,
and A = mean arrival rate.
The cservice time (of +he sinqgle server) ig an

rxponentially distrihuted random variable with a mean of 1/p.
The density functicn for the time to denartnure of the nevt

customer when the system is occunied is aiven bv

s(t) =} e (2.2)

The state of an M/M/1 queueing svyster is completelv
Aescribhed by the numker of cunstcmers ~urrently in the svsten,
including both aueue and server, It is mnot racessary to
describe how 1long the custower has bheen in the systen,
because the exponential density furcticp has nn memory.

Let p({%) he the equilibhrium prohabili*y that there Aare -
customers in the system (state of +the svyster is ¥y, Oncge
these protbabilities hawve heen Aderived, statistical proprrties
of the system such as QT and ©F®7™ can he found. Prafore
nroceeding further, it 1is necessary +to ma¥e one further
assumption: Transitions occur onlv hetween addacent states

.

during a swmall interval of time At; i.,e., the rprobatility of
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more than one arrival or of more than one service or of one
arrival and one service together in At is zero. Such systems
are known as tkirth-death systers.

The equilibrium state probabilities will be deriveAd
using the principle of detailed balancing. referring to Figq,
2.1, it is clear that transitions from state ¥ to state k+1
occur at the rate of } p(¥), becanse p(¥k) is the probabilitv
that the svstem is 1in state k, A is the arrival rate ani
transitions are assumed to occur only hefweén adfjacent
states. Similarly, transitions from state %k to state ¥-1
cccur at the rate of W n(k), where M is fhé service rate.
At eguilibrium, thke vTate at which transitions ocecur fron
state ¥ to state kx+1 must bhe balanced bv the rate at which
transitions occur from state k+1 tc k.

Therefore,

A 0(0) = M p(1) (2.3)
A BN =M p(2) (2.4)
In general,
A plk)y =M p(r+T) (2.5)
and the general solution is
b (k) = @ p(0) (2.6)
where ¢ = )/H . This is %nown as the traffic intensity.

To eliminate p{0), the sum of the state nrobabilities

can ke set to 1:
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E @ .p(0) =1 (2.7
k=0

> ¢

k=0

Since = 1/(1-¢) (sum of geometric series),

we find that pi{0) = 1- © and therefore

p(x) = (1-€)€K (2.8)

The mean numher of customers in the system, N, can he
found as fcllovs:

oo
N = k p(ky = “/(1 -€) (2.9)

Msing Lit+le's vresult, the mean waiting time, including

service time , is:

T = —-—- T e e ——— (?‘10)

The mean qneue length can he obtained by subtracting the
expected number 1in service from the exvected numher in the
svstem, N. The prohtability that the server 1is busy is 1 -
F{0). Therefore, the expected number in service 1is:

S=1- (") (2.11)

From Eq. {2.8), the mean agneue length is:
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These results have been derived 1in detail elsewhere

2-2 NMetworks of Juneues

The networks that are comsidered will have the following
chkaracteristics [5,7]:

1. The networks contain more than one service centor.

2. Tach service center is a wulti-channel guene in general,
with each channel havinag an identical exponential service
time distritution.

3, Arrivals at any center mavy come from outside the systen
or from other service centers in the netwvork,

4, Arrivals from outside occur as a Pnisson distritutrion.

5. Whken a npit completes service at a vparticular center, it
may leave the system or be routed tc another center.

f. There 1s uplimited waiting srace at every service
center.

7. Total arrival rate at everv center is less than 1its

votential service rtate.
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Such networks are known as Jackson networks m.
Jackscn's pain result is that if one properly defines the
mean arrival rate at the various service centers then the
steady-state distributions at those centers look mxactly lite

standard multi~channel systens. This means that it is

“

pnssible to decompose a complex network into a rumher of
simpler suhksystems, as exnlained telow.

Node-hy-node decomposition in a network can he -Hustifie?
on the basis of three important nroberties of
poisson/expohential streams:

1. Cowmbining a finite number of independent Pcisson streams
vields a Poisson stream whose mean is egual +5 the sum nf the
neans of the comronent streams.

?. Splitting a Poisson strear of rate A ir ranrdonm fiakinn,
with portion r{i) noing to stream i vields a =et of new
streams which are Pnisson with rates t(i)-A .

3. Passing a Poisson stream  through an exronential service
facility yielAds a devarture stream which is Pnisson with the
same parameter as the ircut strear.

Tigure 2.2 illustrates the firs+ and third nronerties.

By using these properties, we can compute the affective
arrival rate from all sources for each service ceon*er in the
network and then simply treat each center as a senarate M/%/1
or M/M/c subsystem. This greatly simplifies the analysis of

complex networks and all results availahle for simnle
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gueueing systems are applicable. In steady state, the total

flow rate into node i can ke expressed as

N
=A, o i X
e ), + . Thi o k # i (2.1
k=0
whern
A; = arrival rate due to external canse,
r, = probability *that upon completing service at node *¥

customers will go to node i,

e = effective arrival Tate at node i from all sources.
These results will ke utilized in +tre last ‘three

sections of this chaoter, in the Aerivation of analvtical

results for the performance measures of malti-ricrocomnnter

netvorks.
2-3 The Independence Assumpticr

Before procendinog further, it is nncessarvy  tn consider
the relationship thetween interarrival times and the lenat+ths
of adjacent messages {[8}. For any varticnlar nofe in the
ne twork, thre lengths of messaaons generated anA thn
interarrival times are 1indeed dependent, However, thao

collective interarrival times and lenqgths of messages
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qenerated by the entire qroup cf nodes do exhibit some Aegree
of indeﬁendence. The reason for +this is that the mutipnlicity
of paths in and onut of a node considerably reduces the
dependency Lbetween interarrival times and message lengths as
they enter various queues in +the petwork. Such an assumption
of indenendence is necessary for our analysis.

In Chanter 3, the simulation resnlts demonstrate that
this is a reasonable assumption to make. For the present, we
vill Qimply assume thaf each +ime a node receives a messadge,
it chooses a new lenqgth for it (v) from the prohability

s . rv .
density function p(v) = p e , and then forwards it to the

next node,
2-4 General Assumptions

It is necessaryvy at this roint to list all the general
assumntions regarding the functicnal aspects of the three
types of networ¥s, Any assumptions specific to a varticular
confiquration will ke included in that section. The general
assumptions under which analvtical models are developed, are
as follows: |

1. Fach node generates messages in Poisson fashion withk a
mean of A messages/unit tinme.
2. Each node tries to communicate with all other nodes with

equal probabhility.
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3. The service time (by the out-going links at the source or
intermediate nodes) to transmit messaqges is expomnentially
distributed with a mean of 144 time units. This ensures that
the departing stream is also Poissan.

4, Fach message has the address of the destination in its
header. The sonrce node and all intermediate nodes alwavs
toute the messanes *to the nex% node on the shortest rvath to

the destination, Ly using the ronting tahles stored in

memory.
5. Each ressage 1is handled hy all nodes in a
store—-and~forward fashion, The agueuneing Aelay at each node

is only due to the limited speed of the links (servers).
There is no cueusina delay at the destination. OQueueing is
regqnunired only 1if an out-aggina link is needed for
transmission.

6. There are no eaquirment failures and hence there 1is no
need to consider alternate paths cr retransmission of the
mrssage, although these would ‘e built into real svstems for
fault tolerance.

7. The queue buffer for each queue in the svystem has
unlimited capacity. (In a practical system, the huffer will
have finite capacity and the =ending node will wait until

sufficient space is availahle in the receiving node).




2-5 PRing ¥Networks

Figure 1.3 shows typical ring networks with odd4 and even
niaber of nodes. The nodes are connected by high-speed
bidirectional links. Such networks can be modeled as networks
of queues. Tach node can be modeled as two independent M/u/1

queues one for each Adirecticn. The two 1links carrviag

1 [4
massages cut of a node are modeled as two aueunes, fkecause
they are the resources for contention.

Based on the discussion in Section 2-2, we can perform a
node-by-node dJdecomposition of the network using the three
important proverties of Poisson/exponential streams. This
allows us to consider the subsystenms (nodes) rather than the
entire network, The important thinag is ton accurately estirate
the inpnt arrival rate into a gqueue, Once this is done,
results from Section 2-1 can be applied to obtain closed-form
expressions for the mean gueue length ard the mean time spent
in the system Lty a message.

The specifiz assumntions needeAd to analyze this
configuration are:

1. Pach mode has two huffers to store the waitina messages,

one for each direction.

2., A messaqge is transmitted by the source 1in either the
clockwise or the connter-clockwise direction, Aepending on

whichever leads to the shortest path. For a network with an
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even number of nodes, the farttest Adestination for any source
can be reached hy either direction. Then, one direction will
be chosen with a protatbility of 0.5.

#e will first derive an expression for the innut arrival
rate in one direction for any node in a network with an odd
number of nodes. Ry symmnetry, the same result will hold for
all noles in the networ% (for to*+h directions).

Let each node generate A messages/unit time. Since the
shortest route is always taken, 3/2 messaqges/unit time will
he transmitted in either direction, Consider Fig. 1.3(a)
which shows 5 nodes. At node 1, in the clockwise direction,
nodes 1, 2 and 3 are the only rossible sources. However, node
3 can not send through node 1 hecause *o reach node §, it
wniuld +ransmit in the counter-clecckwise Airection (for the
shortest route). Therefore, we need +to cbnsidet only nodes 1
and 2 in this case.

Node 2 sends to nodes 1 and 5 with ognal probability {in
the clockwise direction)., If thte destination is node 1, t+he
message will pot gquene up at node 1; ctherwise it will.

The ffective input arrival rate 1into node 1 in the

clockwise direction is:

e arrival rate due to ncde 1
+ arrival rate due to node 2

2,2 +(1/2). (Ay2) = 0.75-A

Following the same reasoning, we can genreralize this for
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N podes:

Trunc (N/2)-1

. TRUNC (N/2) =k
e =As2 +(As/s2) N e S (2. 14
: ; TRINC (N/2)

k=1

The derivation of =2 for an even nunher of nodes isw
similar. Fia. 1.3(h) shows A nodex, Yow we neaed to nonsider
node 3 alsoc as a possitle sonrce affecting the arrival rate
at node 1, Node 13 transmits to node A only half as often as
it does to nodes 2 or 1, since nofe 6 can he reached in Loth
directions. Tt affects the arrival rate at node 1 only when
it transmits to node 6, Also, node 2 affects the arrival rate
at node 1 when it transmits to pcdes 5 or .

As before, the effective arrival rate a* nnde 1 isz

¢ = arrival rate due to peode 1

+ arrival rate dus to node 2
+ arrival rate due to ncie 3
= A /24 (1.5/2.8) (A /2)+ (0.5 2.5)y (A /2 =0.9 )

Again, we can adeperalive this for N nodes:

N2 -2

(N/2 =1)Y + Z 2%
k=1

e =A 2 + (A ——mmmmmmmm e (2019
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sing the ahove eqgquations, we can ohtain the mean aqueue
" r

length and the mean waiting tire:

2
e
OL = —mmmmmmmem (2.16)
Fip-e
1
BT = cmmmmmm—e (2.17)

[T

The averaage Aistance fAD) traveled b? a1 message is
obhtained as follows., Iet ns first consider an o044 number of
nodes. Let .

N= 2% + 1 {2.1%)

k is the number of destinations 1in eacht lirection for 2

source. Considering any nne directicn,

142+, .. ¢k

k+1
———- (7. 19)

1]

Next we cohsider an even numher of nndes, The farthest
destination fer a sonrce is at a distance of

k = N/2 (2.290)

There are two possikle destinations (ir tun directions)
at distances of 1, Z, ... +k=-1 hops from the source.

Therefore,




Z(1424...+k=1) +k
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AD = ~—me—mmmmmmm— o
2k - 1
PA
k
= ————————- (2.21)
2k - 1
Usina ®a., (2.1A), the mean time snent in the systaonm
(TTs) hv 3 message is:
TIS = (WT in each node) . (mean distance
traveled)
= ¥T . AD +ime units (?.22)
2-6 PBinary Cute Metworks
Figure 1.4 shows a +tvpical tinary cuke networ* of 13

dimencsions. The alderctive 'hinarv' Aerives

mach link i3 conpected to only twc nodes

dimponsion of the networ%. For 3 netwnr¥k of

d
2

N

are nodes.

Fach node has 4 Lhidirectional lin¥s

rhercfore, we can model eack node as A4

queues, following the <=ame reasoapina a

section. The snecific assumprticns regardi

as follows:

1. Fach node has 1 buffers,

one for each nut-aninn

from the fact *hat

reqardless 9oFf the

Aimensinn 2, thkrre

connactedl tn  it.

indenendent MM/

s in +he nrevions

ng the netwar¥ are

link.
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2. Whenever there are several equally short naths to a
Aestination, one is chosen with uniform probability.

e will now dAerive an exrpression for the input arrival
rate into any of the N4 qneues in the networ¥. 7v symmetrvy,
all nodes behave the same wav.

First, We must fing the averaae distance traveled v 3
random message. Tonsider a cube with Adipension A, * nnde can
he represeated as A hinarv d-Aimensional vechtor. Tor Aanv
given dA-dimensional vector, there are (? } vemtors that have
i positions Aifferent from tke given vector. Skortest Dafhs
are 1indicated by the <queue numbers correspondina to the
positions where the two vectors differ. Therefore, each no’e
has d nodes at a distance of one thon, (i) nodes at A
distance of two hops, ani so cn. There is one nnde at tho

raximum distance of A. TheTefore +he averadge Aigtance (RD) to

a destination is:

AD = —————————— —————————— -——-

—————— (2.23)

L

Note that AD is cxpressed in number of links traveled,
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I+ is also equal toc the numher of guenes that 3 message has
to gqo through, counting the source and all inter@ediate nodes
tnt excluding the destination.

Probability that a random messaqe will use node i as its

path is given ty:

(average pc. cf
nnles on vpath excludina
Probh{i is not the sonrce % destination)
destination) X mmmmmmmmmm———— —————— —-———
{total nc. cf
intermediate nodes
availatle)

Hence,
N - 2 AD -1
P (message will nse node i) = —==---e- —o——e-
N - 1 N - 2
AT - 1
=z m—m——— 12.74)
N - 1
For aach node, there are -1 possitle sources
contributing to +he arrival rates, each aeneratinag A

messadaesunit time. Therefore the total rate at which o*her
rodes send messages thronugk a given nodn is:
motal rate = P(a message will use rcde 1)

. (rate of ressadges nenerated hy
ctber nodes)

= (aDp -1) A (2.2%)
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Since there are 4 incoming lines, the arrival rate 3ne
to each of thenm is:
(1/d) . (AD=1) . A
Ry symmetry, this is also the rate that gmust flow out on
each of the 4 cut-going lines at that node.
Therefore,the effective arrival rate into each of the 2
queues at any noda ig:
e = vrate due to host ncre
+ rate Aue to other ncies

=A,3-+ @an-1 A4

= - - (2.26)

As bhefore, Ol aprs ¥™ ave agiven Ly To, (Z.16) ard *q,
(?.17). The average distance traveled hv a randnm message is
An from ®qg. (2.23). Therefore, the mean t+ime 1in the svsten
for a messadge is:

TIS = AT . ¥T {2.27)
2-7 Tree Networks
Figure 1.5 shows typical tree networks. T is *the nurher

of levels and K is the number of hranches (links) comina out

of each bus to lower level huses. The huses are conrcected hv
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high-speed,bidirectional links and the nodes are conmnected to
the buses at the lowest level,

Such structures are modeled a 1little different from the
cther two confiqurations. Here the buses are the resources
for contention and hence each bus is modeled as a server in
an M/M/1 system. Note that the any aiven bus will have a
higher load than each of the nmanv links connected to i%*. The
£nllcwing specific assumptions rust be made:

1. Fach bhus has a buffer associated with it, to store all
the waiting messages.

7. Tach message first enters the gneue at the lowvest-level
b1s to which the snurce node is conpected,., Tt then enters
queues in other buses until it reaches the Aestination.

3. The routing table at each tus shows the next bus (or the
nole in cage the last tus has heen reached) on the shortest
rath to the iestination.

4. All messages cominrg into a hus from all sources are
stored in a commdn huffer. One nwessage is forwaried at a
time.

For a tree of T levels and X branches, the number of

nodes is [15]:

N = K (2.28)

Since each node comnunicates with all other nodes with
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uniform probability, the probability of a 1level i messaqe

from a node is:

i-1
(k-1 K
p(i) = —--===-m- o (2.29)
L
kK -1

For exanmrle, referring to Fig.2.4(b), the probability of
3 level 2 messaade from a given node would tLe n{2)=2/7. This
can also be ottained hy irspection assuming a wuniform

reference model.

The number of level i messaaces per unit time, from a

given node, is:

m(i) = p(i)-A (2.30)

The next step 1is to determine the effective input
arrival rate into a bus at level i, from all sources:
e{iy = arrival rate due to level i messages
+ arrival rate dJue to level j messages
(i<i<=1)
= (no. of nodes in level i subsvstem) .m(i)
+(rate at which messages goc from level i
subsytem to all level 1 Luses,through
level i bus)
+(rate at which messages come into
level i sutsystem frcm higher

buses, throuash level i bus)
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By symmetry of the structure, the secound and third ternms
are equal. Hence it is sufficiemt to determine only the
second term and multiply it by 2 [15]).

e(i) = (no. of nodes in level i suhsystenm) .m{i)
+ 2.(no. of nodes in level i subsysten).
. {rate of level + messaqges from

level i suhsystem)

L

i i
=K m(i) + 2 X E n () {2.31)

J=1i+41
For the special case where i=L,

e(l) = Ktm(L) (2.32)

Note that unlike the other networks discussed eariior,
the input arrival rate is different for huses at Aifferent
levels in the tree. For each 1level, we can once again apply
Ta. (2.16) and Ra. (2.17) to ottain QL and WT7.

The next step is to deternine the mean time spent in the
system by a random messaqe (TIS). Let D{i) represent the
total delay suffered by a level i message. OnNhserving that a
message must go upto the level i bus and come down all the

way to its destination, we have for the general case:
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i-1
n(i)= E 2 WT(X) + WT(i) (2.3
K=1
For i=1, D(1) = 97(1) (2.38)

Now it is easy to obtain TIS by taking the overall
exnected valne of the delavs ( D (i) ) 3t the varions hus

" levels.

L

TIS = E p (i) D(i) {2.35)

i=1

Note that o (i) is the protability of a level i messaqe,

from %q. (2.29).



CHAPTER 3

STMULATION RESULTS

This chapter is Jdevoted to the discussion of the
various sipulations performed to validate the analytical
results obtained in Chapter 2. Actual comparison of the two
will be done in Chapter 4.

The simulation langnaqge used is called SiAM, a
simulation lanquaje for alternative wmodeling [10]. We will
Aiscuss briefly the nature of the SLAM simulator and the
way programs are written in SLAM. Sample programs for each
of the three types of networks are includeil in the
Anpendices. The simulation results are summatized in the
last two sections of this chanter. Thé simulation programs

Wwara run on an IBM 4341 svstenm.

3-1 The SLAY Simulator

SLAM is an advanced TORTPRAN based lanqguage that allows
simnlation models to he bhuilt based on lifferent ‘'world
viows'!, as described helov.

niscrete simulation is used when the variakbles of the
model change discretely at srecified points in simulated
time, calledi event times. In continuous simnlation, the

variables may change coatinunusly over simulated time.

41
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niscrete simulation is further classified in SLAM as event
orientation, activity scanning orientation and process
orientation.

In the event-oriented world view, a system is modeled
by defining the changes that occur at event times. The
modeler must determine the events +hat can change the state
0f the system, In the activity scannina oTientation, the
aodeler descriktes the activities in which the entities in
the svstem engage and prescribes the conditions which cause
an activity to start or end. The process or network
orientation fprnvides statements, each of which actually
dofines a seqjuence of events involved in elements such as a
queue or a4 servar. These statements can bhe emploved to

moAel the flow of entities in a svystem.

e ]

0f the various aprroaches available in SLAY, network
modeling is almost tailor-made for sigulating the net wvorks
that we are studying. The network structnre consists of
special symbols <called nodes an?® kranches (not to te
~onfused with noles and links in a comnuter network). These
svmbols model elements in a process sich as dueuas, sSerTvers
and decision points. The rmodeling task consists of
combining these symbols into a network which represents the
system of interest. The entities (messages) in the systen

flow through the network as in a real system. The network

model, written as a series of statements, is input to the
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ST, AM simulator. The simulator collects aonropriate
statistics such as mean Tueue lengths, mean waltina times
and average server utilization durina the simulation

period, the length of which must be svecified.

3-2 Structure n¥f SLAIM Projrams

A network of quaues is modeled in SLAY as follows, If,
for examnle, gueue numher i is bheina modmled along with its
server(s), the necessary input statements .are:

NTRUE(L); {a node)
ACT (¥) /i, DAR,PROB or COMD,NLRT; (a hranch)

Aer N 1is the nurbker of parallel servers, 1 1is +he
activity numter, "™ is the Aduration of thke soecified
activity, PROB is the oprotahility of selecting the
activitv, COND is the condition for selecting it (only for
non-service activit+ies), and NLPL is the lahel of the end
node tn wkich kranchinag is reauirsd. 31l service arntivities

ineci Fled,

=N
]

(following the queues) must hive N and
Non-service activities for branchira 2o nn* need these
naramneters.

Conditinnal or nrobabilistic tranchina comnld ‘te
netformed for message routing after each sertvice activitv,
The ACT statement 1is used to renresent a non-service

activity here. For example, if kranching is reaquired to tvo
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labels with equal prokbakility, we can vwrite
ACT,,O.S,Lf;
ACT,,0.5,L2;: {(non-service activities)

CPFATE nodes are used to create messages at a
svecified rate:

CPTATE,TBC,TFV ,®A,MC,H4;

lere TF is the time the first entity 1is created, TRC
is the *ime hetween creation of successive entities, YA is
the attribute number of each entity in which its creation
time is stored, and MC is the maximum namher of entities to
be created.

Tha ASSIGN node is used to ©prescrihe values to the
attributes of an entitv passinog throuagh it or %o prescrite
values to Aany svstem variables. The statement for such a
node 1is

ASSTIGYN, VAR=VALNE, VAR=VALNE, i ovaee, 3

M is the number of noints to which branching will te
done. ASSIGY nodes are used in onr proarams to assiagn the
lestination address to an attrihute of each entity, which
is then used as a routing conditionm.

The TERM nole terminates entities from the systen
after the destination is reached. The COLCT node <can te
used to collect statistics such as the mean time spent in

the system by an entity, in addition to the information

normally rrinted out by SLAM.
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Programs for the ring are the simplest. B®ach nessaae
is taaged with the number »f 1its destihation as one of its
attributes. It 1is rtouted +to the next system node on the
path until the next system node is the Aestination, in
which case 1t 1is terminated. (h svstem node is a node in
the actnal computer network, not a STAYM node). 1 Aacisior
roint follnus each systen node after thke server.

Programs for the treec networ¥s are written as £allnvws.,
Again each message has the destinatioﬁ nupmker as ore of its
attributes., ™he message is first sent to the level 1 bhus to
which the system node is connecteé. If the destination is
connected to the same bhus, the message is sen*+ tno it
Airectlv from this bus. If not, the messada goes +o tte
next higher kus and the process is repeate?. There are
decision points following the guneue a{d server at each bhus.

Proqgrams for the cube networks are +he most
complicated. Pach systenm node hkas 4 aqueues (1 is the
Aimension). Adain, the dastination address 1is one of the
attributes of each message. ID cfder to make sure that a
message will always take the shortest path an1 enter the
correct quéue at ecach system node, we thave devised 'the
following method. Tach svstem mnode is assigred a hrirary
address of 4 bits. Fach of the 4 gueues in a svstem node is
assigned a queue nunher thetween 1 and A, If the Aamming

i stance hetween the source and the destination is 1, then
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there is only one shortest path and the message is placed
in the queue number of the source corresponding to the bit
position that differs in the two addresses., If the Hamming
distance 1is greater than one, there 1is more than one
shortest rath. In this case, the gueues corresponding to
the paths are again indicated by the hit rositions where
the two addresses Aiffer. Onec of thes= gqueues 1is chosen
with nniform prohatilitv. The rrocess 1is repeated “at all
intermediate system nodes for a particular messaqe.

There is a routing table (decision point in thg
rrogram) at each system node. Table 3.1 shows the routirng

taple for one node in a cnhe with A=4,

-3 Summary of Results

In all, five different ring networks, two cute
networks and five tree networks were simulated., Tables 3.7,
2.3 and 3.4 summarize t+he results for the *hraee types of
netwnorks respectively. In all tables, case I indicates
that the message lenath is recomruted a* each node, and
case IT indicates that +the rmessaqge length 1is retained
without change until terminaticn of the ressaqge. Comparison
of the two cases jnstifies the inderendence assumption. For
all cases, A =1 message/unit time and M = 20 messages/mnit

time.
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3-4 Fffects of Vvarving the Sirgulaticn

Parameters

We have used 10,000 time units as the Auration of all
the simnlation runs performed in this wor¥. The reason for
choosing that fiagure 1is that the =statistics anllected

Auring the simmlation rups seenr to cenverae and sot+le Anun

D
D

at certair values as thte simulation *ime dincreases. Tror
Pig. 3.1 and Fiaqg. 3.2, it is clear that at 19,000 time
units the <convergence has alreadv occured, This c¢conld be
thought of as the minimum time recuired for the simnlated
svstem to reach steady-state.

We mentioned in Section 3-1 that *he indevendence
assumotion is auite reasonatle because the rasnlts oltained
for case I and case II are véry clcse tn earh other. Tt is
of interest to stndy what parameters, i€ anv, wonld have an
affect aon the closeness of the +twe sets of reenlts,
obviously, simulation time 1is not a candidate for this
study because we are 1interested only in stealv-state
results, The only othar variatles are the messaaqe
generation rate ) and the service rate P . T+ wonld he
sufficient to vary just one of these hecinse, in fffect, wo
are varying the traffic intensity.

Pigure 3.3 shows the mear queue lenagth as a function

of 14J , the mean service time, Case T and case TT are hoth
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plotted for comparison. The Jdifference hetween the two

cases increases for hiqgher service times.

3-5 Problems with Simulation

While performing simulaticr runs in sSsuam, t he
following protlems were encountered:

1. The CPU time reqguired on an IBM 43471 svystem was
frequently more than 30 minutes for networks with 15 to 20
system nodes, particularly for tree and cube networks. This
shows that simulation of verv larqe networks would be quite
expensive, Therefore, analvtical results are necessary for
the Aesiqgn of larqe'systems.

2. For some of the more complicated networls, such as a
tree of 4 levels and 2 hranches or a cube of dimension 4,
the number of STAM nodes (QUEUEs, ASSIGN statements, 500N
statements and CREATE statements) in the prooram exceeded
the 1limit of S9) 1in the <LAM simulator. This entailed

making changes in the SLAM source rrogram™ to increase the

dimension of certain arravs and recompiling it.



CTHAPTFE 4

DISCHSSINN NF THE RWSULTS

4-1 Comparison of Analytical Results

with Simulation

We are now in a rosition +tc compare the analytical
results of Charter 13 with the simulation results (mase I)
of Chapter u,. Again, A = 1 messagesunit* time andg K = 20
messages/unit time.

The percentage error for the analvtical results is

calculated as follows:

simulation analytical
result - resnlt

simulation result

Tables 8.1, 4.2 and 4.3 summarize +he conparison for
the ring, cibe and tree netvorks respectively, Tto nunker
of significant diqits oktained dinp the simnlation results
for the cute network does not provide sufficient acruracy
for proper comparison, bhecause of round-off error.: This is
Ane to the choice of A and }M . Takle 4.4 shows a secon?
comparison for the cube network with A =1 nmessaade/unit
time and H# = 8 messaées/nnit time.

It may be noted that the rercentage error is less than

56



57

fLz-t- ﬂ 0E0L"0 " 2662°0 m::.p " 66L0°0 m GLZGTG m 0¢
mmo._- " B8E£L°0 m ENET"0 "Pm.a m LZLG"0 " LELO®O " 91
"hw.m- " IRRAN “ 0611°0 "mw.mP-“ T6ECO"O “ HhECG 0 “ 8
lLtise- m 5¢ho0 U “ €0¢60°0 lz6°L- | TLL00"0 “ 80206C0 " 9

| | |
Igs*z- | 600 | L65L0°0 ls€Lt- 1 9ntoo0=0 | wutgoto | 9

U DRI PRI DI DU DI P

10334 |stsédieuy luorjernuts laoaad Isisfieuy fuotjielnuts|

L s i Ay | Ag I 4 | | | Ag l
el D B ettt e B Bt N

| (sytun amty) | (sebessau jo °ou) IsapoN
| Wo}SAE UT SUT] ULDR I q3busl sanand uesy ljo *ON

O DRI P DUV

ylouyoN bury :uosiaedwo)

Lt 8118l




58

i i T | | |
tzeez- | 9u6L0 | L921°0 | twer liecoooc V 06L000°0 | 91 "
| | | | | | |
gy i- | tesuo0 | LLY9BO°0 “ 60°C “c:cooo.o I 8gyG00°0 “ 8 "
R el Rt e [N [N DI fmmmeemmeee o —————
l103ay IstsAjeuy | voriepuuist aoa4§l stshkieuyl uotrjernats | I
I s I Ay i hg | 5 | ka | A | |
R e — e Y oo o _ N
| (situn suty) ) (sebessou jo *ou) | sepon |
| UD4SAS UT SUTL Uedy | Y3busl anau0 ueay 1jo *onN |

yIoMidn 3a4n)y :uostivduo)

¢'h 21384




59

t | | 1~ ~l | “ I | 1
| i | Isg*L | oLte*o | oege*o | o | i
| | | 1ot | 0609°0 | 86290 | ¢ | ! i
i i | Itz | otst0 | cesL0 | z | | I
Besi-1 etnt 0 Igoen®0 leen | 09400 | Lgho"0 | (N Z | oo
| | i Ise €Ll oLert | sreey | AN i |
I8ee | ocise 0o lviveto luwn V ocoz o | gLtz o ! L f | rAN
i I | fzgt-1 0cy0o0 | 8590°0 | t | [ i
i | | lse*t 1 otit*c | 9s1LL*0 | ¢ | | |
IS6°L-1 L14Zz°0 1£yne 0 196°G-1 0Eho*0 | SLt0*D | | e | I
i i | lanz | oter o | gscr=o | Z | [ j
It L=l gget "0 1y 0 1960 | 0te0°C | oto00 | [ t | ¢ |
| | | 1Lo°L-1 00200 | 8eLo°0 | z | | |
feG-z-1 tgel ¢ lohel 0 Isn e~ 06L0°0 | 6LE0°0 | Lo 4 | ¢ |
_'u;e-_-:uv-:'|_uu-a'u|_uuuyu_vn|suuuu_--uu;uau_unvuuu_»'uu:u--_uiuu; |
| | I uoty | | | uoty | I | i
lJoaag)stsAteuy |-eTnatsiaoaagist 1sdieuyl -ernais| | i }
I s | Ay | 7.Y: S A Ag i Ag | | | |
.uuu;n_:auaqu-u_-nu-ou|_|-'|u_uu'-'|||.un-||a'-_ | P i T
{ {S31TUn 2uUTY]) { (sabessen 30 *ou) | Teao1lsoyoueay|stoaal
| moysdg ur suwiy uesay | 43bUdT 3nanp ueoy | sugl 40 *okldo *opn}

Y PP O PRSIl DRSO P

jlomjon 991 :tuostivduo)

th 9T4eL



Bt |

60

¢

0

¥

SC6h00°C

£1L9500°0

luotrjeruumts |

|

Ag

*ou)

l |
leg 0- | 9ggg 0 | LEBT 0 | he"¢ liyenoo:
| i | | |
loo- | rotz-o | €6CC°0 ) 2L ¢ Ihensoo"
e R it |-==—- el e B ] pusuu—— ——— -
l10113 IstsATeuy juoTiernuwislioaszy |sisdfeu
[ [ Ag i 43 I a { Ky
R D L R f—m— R
| (s3tun swTl) { (sebessau jo
I UB3SAS UT SUIL uwvay i yiybual ona

TR AP BRI

940l @OTAISS JOMOTS Y3ITM ¥IOK3ON ogn)

hen ST4eL

no

HPwj




61

10 * in most cases. This proves that the analytical results
are fairly accurate. It is well +to rememher that the
simulations themselves only approximate the real svystens
and the assumption of steady-state 1in a finite time adds

some inaccuracy.

4-2 Comrariscn of the T™hree

Interconnection Schemes

One of the reasons that motivated this work was to he
able to compare the performance of various interconnection
schemes. From the tatles in the oprevious section whick
summarize the results, the following general ohservations
may be made.

In general, the nean queue~length is the largest for
the tree configuration. This result should ‘e obvious fronm
the fact that a given tus in a tree carries a much laraer
message traffic +than any node in the other two
confiqurations, The rinqg network has the next highest mean
q1eue length, Intuitively, the reason for this is that a
random messance *ravels throuah N/8 nodes on the average,
contributing to all +thcse queuves, whereas in the cube
network, the average distance, 3,2, is much smaller.

The mean time a méssage srends in the svstem is of the

same order of magnitude fer all conficurations
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(approximately), althouah it is hiagher amain for the tree
network. This is at least partly due to the loanagar vaitina
tines at each bus (queue). Sirilarly, for egnal number of
nodes, the ring network has a longer TIS thap the cube for
the same reason. The other Ffactor centrihuting to TTS is
the average Adistarce traveled. This is definitely lcnger
for the riny in comparison *+o. the cunhe. Tor +he tree, even
if the average distance might te sgaller in soame cases, the

longer waiting times resnlt in a lonager +ime in the svstem.




CHAPTFF S

CONCLUOSION

This thesis has presented analvtical models for three
tyres of microcomputer networks., The results ottained from
these aodels have teen verified thronah simulation for
networks %ithk uo %o 20 nodes. Thus, we thave a se+ of
analytical results whick could presnmahly »e nsed  +o
estimate the performance of fairly large networts without
the need for expvensive simulaticns.

These results could be valuable *ools in the Aesian of
large multi-microcomnuter sys*ems. The mean anene lenqgth
rrovides an indication of the size of the tuffer required
to store the waiting messages. Since the maximum anens
length would exceed thte mean, messaages that can not the
received by a fullvy occupied kuffer would he re*ransmitted.
It vould? ke lest to increase *he nmean anene lenath hy a
safety factor for the ruffer desiqn, sn that rerformance
degradation is minimal.

The mean time spent in the svstem hy a messace is an
indication of how good the svstem 1lcoks to the user. T+ is
purely a perfcormance measure.

There are some topics related to this thesis that have

rotential for future research. One such subdect is studvina

the performance with the assumgtion of finite huffer

63
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capacities. Then the capacities could be varied until an
optimum value is obtained which gives the maximum
rerformance to cost ratio. Another extension of this work
would be to study a hierarchical system with computing
nodes revlacing the buses in a tree. In this configuration,
computers at the elase are low-end processors 4ith limited
carabilities while those at higher 1levels in the hierarchy
are more powerful so as to ke able to handle the higher

message traffic, decision- making and computational needs.




APPENDIX A

SAMPLF PROGRAM FDR A RING NETWORK

This aAppendix contains a sample program written in SLAM
for the simunlation of a ring network of 6 nodes as shown in
Fig. 1.3. The anticlockwise direction has been chosen Ffor
simnlation. Detailed comments are provided far node 1. All

cther nodes are similar.

GFN,KUMAR VFNKAT,RING OF 6 NODFS,4/8/84, 1
LIMITS,6,2,500; 6 QUENES, 2 ATTRINUTRS DPER ENTITY,
500 CONCURRENT FENTITIES MAXIMUM
NETWORK;
NODE 1 CPEATRES MESSAGRS TN BE SFENT T0O NODES
2, 3 AND 4. DESTINATICN NTMRER STORED -IN
ATRIBUTE({(2) NOF ¥WACH MESSAGE, TOTAL
MESSAGE GFY RATE IN ONF DIFTECTIOM IS
0.5 MESSAGR/INIT TINME
CREATR,FXPON (5.),0,1,,1;: NOTE 1
ASSIGN,ATRIB (2)=2;NDESTINATION = 2
ACT,,,N1:
CREATE,EXPON{5.),0,1,,1:
ASSIGW,ATRIB (2)=3;
ACT,, N1
CREATE,FXPON {10.),2,1,,1:
ASSIGN,ATPIR(2)=14;
ACT,, N1

N1 QUEUE(T ; RPUETT AT MOD™ 1
ACT(1)/1,EXPON(0.08); SERVICE ACTIVITY
GOON;

ACT,,ATRIR(2).FQ.2,00T; ROUTING NTCISTONS
ACT,,ATRIB(2).NE.2,¥2; TFRMTNATE
MESSAGE IF DRSTINATION IS NTXT NODW
ELSE ADD MESSAGE TO NEYT QUEUFR

CREATE,EXPON (5.},0,1,,1;:NODE 2

ASSIGN,ATRIB (2)=13;

ACT,,,N2;

CREATE,EXPOV (5.),0,1,,1;

ASSIGN,ATRIB (2)=4;

ACT,, ,N2;

CREATE ,EXPON (10.),2,1,,1;

65




N2

N3

Ny

N5

ASSIGN,ATRIR (2)=5;
ACT,, ,N2:

QUEUTE (2) ;
ACT (1) /2, EXPON (0.05) ;
GOON:
ACT,,ATRID (2).E0.3,0UT;
ACT,,ATRIB(2) .NE.3,%3;

CREATE,EXPON {5.),0,1,,1;NODF 3

ASSIGN ,ATRIB (2) =
ACT,,,N3;
CREATE,EXDPON (5.)
ASSIGN,ATRIR (2) =
ACT,,,N3;
CREATE,FXPON (10.),0,1,,1:
ASSIGN,ATRIB (2)=6;
ACT,,,N3; '

QUEUE (3) 3
ACT(1)/3 FYDON(O 05) ;
GOON:
ACT,,ATRIB(2).EC..4,00T;
ACT,,ATRIB(2).NE.4, NU;

g, 1

14
[

CREATE,PYPON (5.),0,1,, 1;NODE 4

ASSIGN,ATRIR (2)=5;

ACT,, ,NU;
CREATE,EYPON (5.),0, 1:
ASSIGN,ATRIR (2)=6;
ACT,,,N4;

CREATE,EXPON (10.),9,1,, 1;
ASSIGN,ATRIB (2)=1;
ACT,, ,N4:

OUEUE {4) 3

ACT (1) /4,EXPON(N.05) ;
GOGN;
ACT,,ATRIR(2).FQ.5,00UT;
ACT,,ATRIB(?).NE.S,6 N5
CREATE,EXPOW {5.),0,1,,1;
ASSIGN,ATPIR (2) =6
ACT,,,NS:
CREATE,EXPO¥ (5.),0,1,,1
ASSIGN,ATRIB(2)=1;
ACT,, ,N5;
CREATR,EXPON (10.),9,1,,1;
ASSIGN,ATRIB (2)=2;
ACcT,, ,N5;

QUEUE (5) ;

ACT (1) /5,EXPON (0.05) ;
GOON;

ACT,,ATRTB (2).EC.6,00T
ACT,,ATRIR{2).NF.€,N6;

NADTE 5
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CREATE,EYPON{
ASSIGN,ATRIB {
ACT,, ,N6;
CREATE,EXPON (°
ASSIGN,ATRIR (
ACT,,  ,N63
CREATE,EXPON (10.),0,1,,1:
ASSIGN,ATRIR (2)=3;
ACT,,, N63

RES QUEUE {6) ;
ACT (1) /6,TXPON(0.05) ;
GOON;
ACT,,ATRPIB{2) .ED.1,nTT;
ACT, ,ATRIB(7) . ¥NE.1,N1;:

onm COLCT,INT (1) ,TIME IN SYSTPM¥: COLFCT STATISTICS
TERM; TERMINATE MPSSAGES
TNDj;

INIT,0,10000; SIMULATION FOR 10000 TIME DINITS

PIN;

NS, |




APPENDIY F

SAMPLE PROGRAM FQOR A CUBE NETWORK

This Appendix contains a sample proagram w

for the sinmu

lation of a cube network with 14

shows such a mnetwork. Comments are provided

system node.

Al)l other nodles are sirilar.

GEN,KUMAR VENKAT,CORE NRTWCEK 23D, 3/25/84
s P

LIMITS,24,2,500;24 QUFUES,2 ATTRIBUTE
+500 CONCURRENT ENTITIES MAXIMUM
NETWORK;

’
R

NODE 1 CREATES MESSAGES TO EE SENT TO

NODES 2 THROUGH 8 AND ATTACHES DEST

ADDRESSES AS ATTRIRUTRS.TOTAL MESSAGT

GEN RAT® IS 1 MESSAGE/TUNIT TIME
CREATE ,EXPON {7.),0,1,,1; NODE 1
ASSIGY,ATRIR (2)=2; DTESTINATICN = 2
ACT,, N12;

CREATE,RXPON(7.) ,0,1,,71;
ASSIGN,ATRIB (2)=3;

ACT,,0.5,N12;

ACT,,0.%,N13;
CREATE,EXPON{7.),0,1,,1:
ASSIGN,ATRIB (2)=U;

ACT,,,N13;
CREATE,EXPON (7.)
33SIGY ,ATRIB(2) =
ACT,, N113
CRFATE,EXPOY (7.),0,1,,1;
RSSIGN,ATRIR(2)=6;
ACT,,%.5,N12;
ACT,,0.5,811;
CREATY® ,EXPON (7.),90,1,,1
ASSIGN ,ATRIB (2)=7;
AacT,,J3.333,N11;
ACT,,0.333,N12;
ACT,,0.334,N13;
CREATE,EXPON(7.),0,1,,1;
ASSIGN,ATRIB (2)=8;
ACT,,0.5,N11;
ACT,,0.5,813;

0,1,,1;

14
[ 4

“e
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N12

M13
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QUEDE (1) sOURUE 1 QF NODE 1

ACT (1) /1,EXPON(0.05) ;

GOON;

ACT,,ATRIB{2).EQ.5,0UT; ROUTING DECISIOVS
ACT,,ATRIR{2).EQ.8,N51;
ACT,,ATRIB(2).EO0.6,N53;

ACT, ,ATRIUB(2).EC.7,Ti1;

QUEDE(2); ONEO® 2 QF NODE 1

ACT (1) /2,%YPON(0.05)
GOON;
ACT,,ATRIB{2).EQ.2,C07;
ACT,,ATPIB(2).F0Q.3,N22;
ACT,,ATRIB(2).EN.E, rﬂ2~

ACT,,ATRIT(2).%0.7,712

NUETE (3) 1npnv 3 OF NﬁD? 1

ACT (1) /3,EXPON({D.0%) ;
GOON;
ACT,,ATRIB(2).EQ.4,007;
ACT,,ATRIB(2).EQ.3,N43;
ACT,,ATRIB(2).%0.8,N41:

ACT,,ATRIB(2).EC.7,m13;

GOQN; FOP RQMALLY SHORT PATES,
ACT,,0.5,N51; ONF CHOSFN WITH
ACT,,0.5,N53; ONITOP™ TRORARILITY

GCCN 3
ACT,,0.5,%2
ACT,,0.5,N2

GOON 3
ACT, ,D0.5,N41;

ACT,,0.5,N43;

CRFATE,,FXPON (7.),0,1,,1; NONE 2
ASSIGN,ATRIR (2)=1;

ACT,,,N21;

CREATE, EXPON(7.),0,1,,1;:
ASSIGM,ATRIRB (2)=13;
\C”,,,N27'
CREATE,FXPON (7.),0,
ASSIGN,ATRIR(2)= H
ACT,,D.5,822;
ACT,,0.5,N21;
CREATZ,FXPON{(7.}),0,1,,1:
ASSIGHN ,ATRIB (2)=5;
ACT,,0.5,N21%;
ACT,,0.5,N23;
CREATE,EXPON(7.),0,1,,1;
ASSIGN,ATRIR(2)=6;
ACT,,.,N23:
CRFATR,FYPON({7.),0,1,,1:
ASSIGN,ATRIB (2)=7;



N21

N213

ACT,,0.5,N22;
ACT,,0.5,823;
CREATE,EXPON (7.),0,1,,1
ASSIGN,ATRIB{2)=8;
ACT,,0.333,N21;
ACT,,0.333,N22;
ACT,,0.234,N23;
QUETE (4) ;
ACT (1) /4,%XPON{0.05) ;
GOON;
ACT,,ATRIR(2).50Q.1,00T
ACT,,ATRIB(2).EC.4,N13
ACT,,ATRIR{(2).%0.5,N11
ACT,,ATRIR{2).PC.8,T21
NOUEDT {5) ;
ACT (1) /5,RXPON(0.05) 3
GCON;
ACT,,ATRIP (2).F0.3,007;
ACT,,2TRIRBR(2) .EC.4,N31;
ACT,,ATRIB(2).EC.7,N33;
ACT,,ATRIB(2).T0.8,T22;
QUEUE (6) ;
ACT (1) /6,RXPON (0.05) ;
GOON;
ACT,,ATRIB{2).P0.6,0UT;
ACT,,ATRIR(2).EC.7,N63;
ACT,,ATRIB(2).EC.5,N61;
ACT,,ATRIB(2).%0.8,T723;
GCON;
ACT,, 0.5
ACT,,0.5
GOON ;
ACT,,J).5,N31;
ACT,,0.5,N33;
GOON ;
ACT,,0.5,961;
ACT,,d.5,NA3;
CREATE,EXPOY (7.),0,1,,1
ASSIGN,ATRPIRB (2)=1;
ACT,,d.5,N31;
ACT,,0.5,N32;
CRFEAT®,BXPON(7.),0,1,,1
ASSIGN,ATRIB (2)=2;
ACT,, ,N32;
CREATE,EXPON({7.),0,1,,1
ASSIGN,ATRIR(2)=4;
acT,, ,N31;
CREATE,FXPOY (7.),0,1,,1
ASSIGN,ATRIB (2)=5;

“e @0 wo w8

.
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N 31

N32

N33

ACT,,0.333,N31;
ACT,,0.333,N32;
AcT,,0.334,N33;
CREATE,EXPOVN (7.
ASSIGN,ATRIB (2)
ACT,,0.5,N32;
ACT,,0.5,N33;
CREATE,EYPON(7.),0,1,,1
ASSIGN ,ATRIB(2)=7;
ACT,, N33;
CPEATE,EXPON (7.),0,1,,1
ASSTIGY,ATRIR (2)=8;
ACT,,0.5,N31;
ACT,,0.5,933;
QUEUTR (7)) 3
ACT (1) /7 ,EX™0N (0.05) ;
GOON;
ACT,,ATRIB(2).EQ.4,007;
ACT,,ATPIB(2).FQ.1,Nu2:
ACT,,ATRTB(2) .EC.8,N81;
ACT,,ATRIB(2).EQ.5,T31;
QUEDE (8) ;
ACT(1)/8,EXPCN(0.05);
GOON;
ACT,,ATRIB(2).FC.2,007T;
ACT, ,ATRIR{?).F0Q.H,N23;.
ACT,,ATRIB{2) .F0.1,821;
ACT,,ATRIB{2).EC.5,T32;
QUENE (9 ;
ACT (1) /9,FXPON(D.05) ;
GOON;
ACT,,ATRIB(2).EC.7,00T;
ACT,,ATRIB(2).Fn.6,N72;
ACT, ,ATPTIB(2).EN.8,N73
ACT,,ATRTB(2).EC.5,723;
GOON ;
ACT,,0.5,N417;
ACT,,0.5,N42;
GOCN
ACT,,0.5,%21;
ACT,,0.5,N23;
GOON;
ACT,,0.5,N71;
ACT,,0.5,N72;
CREATE ,EXPON({7.),0,1,,1
ASSIGN,ATRIB (2)=1;
ACT,, ,NU2;
CREATE,EYPON {7.),0,1,,1
ASSIGN,ATRIR (2)=2;

)01, ,1
:6:
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N4

REIW

NYy3

™42

T43

ACT,,0.5,N43;
ACT,,0.5,M42;
CREATE,FXPON (7.
ASSIGN,ATRIB (2)=3
ACT,,,NU3;
CREATE,EXPON (7.
ASSIGN,ATRID (2)
ACT,,0.5,N41;
ACT,,0.5,N42; _
CRFATE,EXPON (7.),0,1,,1;
ASSTGY,ATRIR {2) =6}
ACT,,0.333,N41;
ACT,,0.333,N42;
ACT,,0.338,%43;
CREATF,EXPON (7.),0,1,,1;
ASSIGN,ATRIR (2)=7;
ACT,,0.5,N41;
ACT,,0.5,N43;
CREATE,EXPON(7.),C,1,,1:
ASSIGN,ATRIB (2)=8;
ACT,, ,NU1;
QUEUE {10) ;
ACT (1) /10,EXPON (0.05) ;
GOON;
ACT,,ATRIB(2).EC.%,00T;
ACT,, ATRIB(2).%0.5,481;
ACT,,ATRIB(2).70.7,N83;
ACT,,ATRIR(2).FQ.A,TUT;
QUEUFE (11);
ACT (1) /11,EXPON(0.05)
GCON;
ACT,,ATRIB(2) .FQ.1,007;
ACT,,ATRIB(2).EC.2,%12;
ACT,,ATRIB(2).F0.5,N11;
ACT,,ATPIR(2) .FQ.€,T42;
QUEDE (12) ;
ACT (1) /12,RXPON (0.05) ;
GCCN;
ACT,,ATPIB (2).E0.3,00T;
ACT,,ATRIB(2).FC.2,N32;
ACT,,ATRIB(2).EC.7,N23;
ACT,,ATRIB(2).E0Q.6,TU3;
GCON;
ACT,,0.5,881;
ACT,,0.5,N83;
GOOY ;
ACT,,0.5,N11;
ACT,,0.5,N12;
GQOON;



ACT,,%.5,N32

ACT,,O.,,N33'

CREATE ,EXPON(7.),0,1,,1:NODF 5
ASSIGN,ATRIB(2)=1;

ACT,,,NS?-

CREATE,EXPON (7.),0,1,,1;
ASSIGN ,ATRIB(2)=2;
ACT,,0.5,N52;:
ACT,,0.5,N53;
CREATE,EXPON {7.)
ASSIGN ,ATRIR (2)=
ACT,,0.333,N517;
AC€T,,0.333,N52;
ACT,,D.334,N53;
CREFATE ,FYPON{(7.),0,1,,1
ASSIGN,ATRIDR (2)=U;
ACT,,0.5,N51;
ACT,,0.5,N52
CREATE,EXPON(7.),0,1,,1:
ASSIGN,ATRIB (2)=6

ACT,, ,N53;
CREATE,EXPON (7.),0,1,,1:
ASSIGN, Am“IB(?)-7~
APT,,O.,,IS1:
ACT,,0.5,N53;

CRFATE, EX“ON(?.) c, P
ASSIGN,ATRIB (2)=8;
ACT,,,N=1-

N51 QUEUE(13);
ACT(1)/13,RYPON(0.25);
GOON;
ACT,,ATRIB(2).EC.8,00T;
ACT,,ATRIB (2).FQ.4,N82;
ACT,,ATRIB(2) .EQ.7,Y¥83;
ACT,,ATRIB(2).%C.3,751;

152 QUETE (14);
ACT{1),14,EXPON(0.05) ;
GOON;

ACT,,ATRIE(2) .EQ.1,00T;
ACT, ,ATRIR(2).FC.2,N12
ACT,,ATRIB(2).EQ.4,N12;
ACT,,ATRIRB(2).FQ. 3,T52-

NS3 QUEUE {15);
ACT(1)/15,EXPON(0.05);
GOON;
ACT,,ATRIB (2) .FQ.E€,00T;
ACT,,ATRTB{2).EC.2,N6B2;
ACT,,ATRIB({(2).EC.7,N63;
ACT,,ATRIB(2) .EQ.3,T53;

-8

0,1

e
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751

-3
(92}
N

NA1

N62

GOCN ;

AC?,,0.5,N82;
ACT,,0.5,N83;

GOON 3

ACT,,0.5,N12;
ACT,,0.5,N13;

GCON:

ACT,,0.5,N63;
ACT,,0.5,N62;
CREATE,FXPON (7.),C,1,, 13
ASSIGN ,ATRIB(2)=1;
ACT,,Jl.5,N67;
ACT,,0.5,N62;
CRTATE,EYBON(7.),0,1,,1;
ASSIGN ,ATRIB (2)=2;
ACT,, N62;
CRFATE,EXPON (7.),0,1,,1;
ASSIGN,ATRIB (2)=3;
ACT,,0.5,N62;
ACT,,0.5,863;
CREATE,®YXPON({7.),0,1,,1:
ASSIGN,ATRIB (2)=4;
ACT,,0.333,N€1;
ACT,,0.333,862;
ACT,,0.3304,9€3;
CRFATE , EXPONW (7.),0,1,,1:
ASSIGN,ATRIB (2) =53
ACT,, , N61;
CREAT®,FXPON (7.),0,1,,1:
ASSIGN,ATRIB(2)=7;
ACT,, ,N63;
CREATE,EYPOW {7.),0,1,,1;
ASSIGN,ATRIR (2)=8;
ACT,,3.5,N61;
ACT,,J.5,¥A3;

QUEUE (16) ;
ACT (1) /16,%YPON {0.058) 3
S0CN;
ACT,,ATRIB({2).EN.E5,00T;
ACT,,ATRPIB(2) .EC.1,N52;
ACT,,ATRIB(2).EC.8,N51;
ACT,,ATRIB(2).FQ.4,T6;
CUEUE {17)
ACT (1) 17 ,RXPON (0.05)
00N
ACT,,ATRIB(2).EC.2,00NT;
ACT,,ATRIB(2).EC.1,N21;
ACT,,ATRIB({2).FEC.3,N22;
ACT,,ATRIB{2).EC.4,TH2;
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V63

N71

QUEUE (18) ;

ACT (1) /1% ,EXPCON (0.05) :
GOON:

ACT,,ATRIB(2) .EC.7,0UT;
ACT,,ATRIB(2).EQ.8,N71;
ACT,,ATRIB(2) .FQ.3,N73;
ACT,,ATRIB(2).EC.4,T63;

GOON ;

ACT,,0.5,N51;
ACT,,0.5,852;

GQON ;

ACT,,0.5,¥21;
ACT,,0.5,N22;

GOON ;

ACT,,Jd.%5,N71;
ACT,,0.5,¥73;

CREATE,EXPON({7.},0,1,,1; NODE 7

ASSIGN,ATRIB(2)=1;

" ACT,,0.333,N71;

ACT,,0.333,N72;
ACT,,0.324,N73;
CREATE,EXPON(7.),0,1,,1:
ASSIGN,ATRIR (2)=2;
ACT,,0.5,N72;
ACT,,0.5,N73;
CREATE,EXPON (7.),0,1,,1;:
ASSIGN,ATRIB(2)=3;

ACT,, ,N73; .
CREATE,FXPON (7.),0,1,,1;
ASSIGN,ATRIB (2)=4;
ACT,,0.5,N73;
ACT,,0.5,871;
CREATE,FYPON (7.)
ASSTGN,ATRIB (2) =
ACT,,0.5,872;
ACT,,0.5,771;
CREATE,FXPON (0.05),9,1,,1;
ASSIGN,ATRIB (2)=6€;

ACT,, ,N72;
CREATE,FXPON(7.),0,1,,1:
ASSIGN,ATRIB (2) =8;
acr,, ,N71;

QUEUE {19) ;
ACT (1) /19 ,EXPON(0.05) ;
GOON;

ACT,,ATRIB(2) .EQ.&,0NT;
ACT,,ATRIB({?).EC.4, N82;
ACT,,ATRIB(2).EQ.5,N81;
ACT,,ATRIR(2).EQ0.1,T71;

0'1'11:
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N72 QUEUE {20) 3
ACT (1) /20,EXPON (0.05) ;
GCCN;
ACT,,ATRIB({2) .EQ.€,007T;
ACT,,ATRIB(2).EC.S,MN61;
ACT,,ATRIB{2).EQ.2,N62;
ACT, ,ATRIB(2).FQ.1,T72

N73 QUEUF (21)
ACT (1) ,21,BXPON (0.05);
GOON;
ACT,,ATPRIB(2).EC.3,0UT;
ACT,,ATPIR(2).FO.4,N31;
ACT,,ATETIR(2) .FC.2,N22;
ACT, ,ATRIB(2).EC.1,T73;

71 GOON ;
ACT,,0.5,831;
ACT,,0.5,%32;

T72 GCON ;
ACT,,0.5,Nh1;
ACT,,0.5,N62

™73 GCON
ACT,,0.5,831;
HCT,,Oo» S N323
CREATE ,FXPON({(7.),0,1,,1:NODFE 9

SSIGN,ATPIB(2)= :

ACT,,0.5,N81;
ACT,,0.5,N82;
CREATE,EXPON(7.)Y,C,1,,1;
ASSIGN,ATEIB(2)=2;
ACT,,0.333,N81;
ACT,,0.333,N82;
ACT,,0.3348,N83;
CRFATE,FXPON {7.),C,1,,1;
ASSIGN,ATRIR(2)=3;
ACT,,0.5,882;
ACT,,0.5,N83;
CPFAT_,,XPON( .
ASSIGN ,ATRIR(2) =
ACT,, N81;
CREATE,EXPO® (7.),
ASSIGN ,ATRIR(2)=%
ACTrer81;
CREATE,EXPON (7.),C, 13
ASSIGN,ATRIB (2)=6; '
ACT,,0.5,¥81;
ACT,,0.5,N83;
CREATE,EXPON (7.),C,1,,1;
ASSIGN,ATRIR (2)=7
ACT,, ,N83;

). 3 1
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A1 QUEDE{22) ; .
ACT (1)/22,BXBPON(0.05) 3
GOON;
ACT,,ATRIB{2).EC.5,00T;
ACT,,ATRIB(2).EQ.1,N52;
ACT,,ATRIB(2) .EQ.€,N53;
ACT,,ATRIB{(2).EC.2,T8B1;

N82 ONEUE (23) 3
ACT (1) s22,EXPCON(0.05) ;
GOCN;

aCT,,ATRIB(2) .EQ.4,00T;
ACT,,ATRIB(2).FC. 1,942
ACT,,AT?IB(?).EQ.3,MNU3;
ACT,,ATRTB(2) .E0.2,7T82;

q83 QUEUE (24)
ACT (1) /24,EXPON(0.05);
GOCN;
ACT,,ATPIR(2).FQ.7,0UT;
ACT,,ATRIR(2).FC.€,N72;
ACT,,ATRIRB(2).EQ.3,¥873;
ACT,,ATRIB(2) .E0.2,T83;

T91 GCON;
ACT,,N.5,¥52;
ACT,,D.5,853;

T82 GQCN ;
ACT,,0.5,N42;
ACT,,0.5,943;

TR3 GOON ;
ACT,,0.5,872;
ACT,,0.5,073;

ouT COLCT,INT{1),TI®E IN SYSTEM*;COLLETCT STATISTTCS
T®RM; TFERMINATE MESSAGES :
END;

INIT,0,10000; SIMULATIOY FCR 10000 TIME TNITS

TN
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APPENDIX C

SAMPLE PRCGRAM FOR A TREFE NETHORK

This Appendix contains a sample program written in ST.AM
for the sinulation of a tree netvork with 1L=2 and ¥=2, as

shown in Fia. 1.5(a).

GFN,KUMAR VTZNRAT,TREF QF 12 %2,3/77/R04,1;
T.IMITS,3,2,500; 3 QUENRS, 2 ATTRTROTES PER ENTITY,
s 500 CONCUPREVT ENTITIES MAXTMUY.
NRTWORK;
EACH NODE CREATES MESSAGES FOR ALL
OTHFR NODES AT TH¥" SAME RATE, TOTAT
RATE IS 1 MESSAGF/TIME TNIT.
CREATE ,EYPON {3.),0,1,,1; NODE 1
ASSIGN ,ATR {2)=2;DESTINATION=2
ACT,, N1
CREATE,EXPON (3.),0,1,,7;
ASSIGN,AT™R (2) =3
ACT,, N1;
CREATE,EXPON (3.),C,1,,1:
ASSIGN,ATR (2)=4;
ACT,, N1;
CREATE,EYPON (3.),0,1,,1: NODE 2
ASSIGN,ATR (2)=1;
ACT,, ,N1;
CREATE ,?XPON{3.),0,1,,1;
ASSIGN,ATR {2)=23;
ACT,, M3 ’
CRFATE ,FYPON {32.),0,1,,1;
ASSIGN,ATR (2)=4;
ACT,, ,N1;
CREATE,EXPON (2.),0,1,,1; NOPT 3
ASSIGN,ATR(2)=1;
ACT,, N2
CREATE,EXPON(2.),0,1,,1;
ASSIGN,ATR(2)=2;
ACT,,,N2:
CRFATE,EXPON (3.),0,1,,1;
ASSIGN,ATR(2)=4;
ACT,, ,NZ;3
CRFATR,FYPON (2.),0,1,,1; NODE 4
ASSIGN,ATR{2)=1;
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N2
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ACT,, ,N2;

CREATE,FXPON {3.),0,1,,1;

ASSIGN,ATR (2)=2;

ACT,, N2;

CREATE,EXPON (3.),0,1,,7:
ASSIGN,ATR(2)=3;

ACT,,,N2;

QUEUE {(1); BUS 1,1EVEL 1

ACT (1) ,1,EXPON(0.C5); SFRVICE ACTTVITY
GOGCN;

ACT, ,ATP{2) .ED. 1.0R,ATR(2).7N.2,00T; POTTING
ACT,,ATR (2Y.EC.3.CR.ATR(2).7C.4,¥3;s
OAEVBE (2); BUS 2, L=VRL 1

ACT(1) /2,TXPON(D.05) ;

SCCN;

ACT,,ATR(2) .EQ.3.0R.ATR(2) .5Q.4,00T;
ACT,,ATR(2).EQ.1.CR.ATR(2).%0.2,N3;
OUEUE {2); BTS AT LEVEL 2

ACT (1Y /3,FXPCN(D.CH)

GOQON;

ACT,,ATR{2).EQ. 1.CR.ATR{2) .T0.2,N7;
ACT,,ATR(2).EQ.R.CR,ATF(2).FC.4,N2;
COLCT, INT (1) ,TIME IN SYSTEM; COLLECT STATISTICS
TEREM; TERMINATE MESSAGES

END:

INIT,O,100090; SIMMNLATION *OP 10000 TIMT "MITS
FIN:
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